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A : Addition

Suppose that after the operations you have only one integer. This integer is obtained as a
sum of two integers of the same parity, so it must be even. This means that the sum of A; is
even.

On the other hand, if the sum of A; is even, we can prove that the answer is always " YES”.
In this case initially there are even number of odd integers. Divide them into pairs and perform
the operation for each pair. This way all integers will be even and after that we can add any
pair of integers.

Thus, we just need to check whether the sum of A; is even, and it can be done in O(N).



B : Boxes

In each operation we remove stones. Let s be the total number of stones. Obviously,

s must be a multiple of % Let k = s/ w We want to check whether after exactly k
operations, the number of stones in each box can be the same.

Let d; = A;+1 — A;, the difference of number of stones in adjacent boxes. Usually an
operations reduces this number by 1, but one of the values of {d;} is incremented by n —1. It
means that for some non-negative integer x, d; — (k —z) + (n — 1)z = 0 or k — d; = nx (here
x is the number of ”"unusual” operations happened for d;). Thus, for each i, k — d; must be
non-negative and it must be a multiple of n. We can also prove that this condition is sufficient:
the sum of (k — d;)/n is always k because the sum of d; is zero. We can solve this problem in

O(N) time.



C : Cleaning

Let’s assign labels to the edges. Initially all the edges are labeled with zero. When an
operation is performed on a path connecting two different leaves, we increment the labels of
all edges on the path by one.

When can we remove all stones? Each leaf vertex on a path is incident to an edge on the
path, and each non-leaf vertex on a path is incident to two edges on the path. Thus, we can

see that this is equivalent to the following:

e For each leaf v, the label assigned to the only edge incident to v is A,.

e For each non-leaf vertex v, the sum of labels assigned to the edges incident to v is 2A4,.

Now, consider the tree as a rooted tree. From the conditions above, we can uniquely
determine the labels of all edges in the order from leaves to the root. Note that this is not
always possible - make sure to check that all labels are non-negative and the condition is
satisfied at the root.

In case we can successfuly assign labels, how can we check whether we can decompose it
into a set of paths connecting leaves? Consider a certain non-leaf vertex, and let ¢y, ..., ¢ be
the labels assigned to these edges. These Y ¢; things must be separated into pairs, and each
pair must consist of two things from different edges. Thus, the condition is that, ) ¢; must
be even and for each i, ¢; < > ¢;/2 must be satisfied.

The solution above works in O(N) time.



D : Decrementing

First consider an easier version of problem: we don’t divide the integers by their GCD. In
this case, obviously the answer only depends on the parity of the total number of stones. The
original problem also has something to do with parities.

Suppose that in your turn all integers are odd. If all integers are one, you can’t perform any
operations and you lose. If not, you can perform an operation, and after the operation exactly
one integer is even and the others are odd (here the GCD doesn’t matter - since GCD is odd
in this case, it doesn’t change the parities). However, if your opponent perform an operation
on the only even number, you will again face the situation where all numbers are odd, and
you will lose eventually.

If exactly one integer in your turn is even, you can always win. By performing an operation
in the only even number, you can force the opponent to lose (as described above).

By similar observations, we get the following:

1. In case there are odd number of even integers, you win. Your strategy is as follows. In
your turn you choose one of even numbers and perform an operation on it. After the
operation there will be two or more odd integers, so the GCD operation doesn’t change
the parities. Thus, in the opponent’s turn there will be even number of even integers,
and in your next turn you will again have odd number of even integers. By repeating
this strategy, you always win.

2. In case there are even number of even integers and two or more odd integers, you lose.
No matter what you do, after your operation the opponent will be given a winning state,
as described above.

3. In case there are even number of even integers and exactly one odd integer. In this
case, it’s clear that if you perform an operation on one of even integers, you lose (your
opponent will face a winning state). Thus, you must perform an operation on the odd
integer, and after that divide all integers by their GCD. It’s not clear what happens in

this case - just simulate the game and solve the problem recursively.

When the simulation happens, all the integers are divided by at least two. Thus, the
number of simulations is O(log(max A;)). The time complexity of the algorithm above is
O(N log(max A;)).



E : Rearranging

Let’s think about the second player’s optimal strategy first. He wants to maximize the
permutation by swapping two adjacent coprime elements. If two numbers x and y are in
the permutation in this order, and if they are not coprime, he can never change the relative
order of these elements. We can also prove that this condition is sufficient: he can get any
permutation that satisfies the condition above by repeating operations.

For convenience, assume that the input is sorted (4; < --- < Ay). Construct a graph with
N vertices. There is an edge between vertices ¢ and j if A; and A; are not coprime. After the
first player decides his arrangement, each edge in this graph is directed. The second player
wants to find the greatest topological sort of this directed graph.

Next, let’s think about the first player’s optimal strategy. From the observations above,
we can handle each connected component independently. When we merge two connected
components, we first get two sequences from each connected component, and find the greatest
sequence we can get by merging the two sequences. From now, we assume that the graph is
connected.

Let x be the smallest element in the permutation. The first player can force that, even after
the second player’s operations, the first element of the permutation becomes z. For example,
take an arbitrary spanning tree of the graph. Arrange the numbers according to the DFS-
order of this spanning tree. Then, each element is topologically greater than x in the directed
graph, so the second player can’t change the first element. Threrefore the first player should
put z first.

Then, remove = from the graph and again compute connected components. For the same
reason as above, we can consider each connected component independently. The only difference
is that, if y comes first in a connected component, y must be non-coprime to = (i.e., z and y
must be adjacent in the graph). Otherwise the second player can swap x and y and make the
permutation greater. We do this recursively in the same manner.

How can we implement it efficiently? Run dfs in the graph and construct DFS-trees of the
graph. When there are multiple adjacent vertices, visit the smallest vertex first. This way, we

get a DFS-tree with the following properties:

e Fach edge connects an ancestor and a descendant (like all DFS-trees).
e 1 is the smallest element in the subtree rooted at x.
e After we remove z, we can get new connected components as the subtrees rooted at z’s

children.

This is exactly what we need to compute. After computing this DFS tree, we assign a



sequence to each vertex. In order to compute the sequence assigned to vertex x, first we find
the lexicographically greatest sequence that can be obtained by merging sequences assigned
to x’s childrem. Then, append x to the front of this sequence, and this is the sequence we
want to assign for x. We compute this from leaves to the root, and the sequence assigned to
the root is the answer of the problem.

The complexity of this algorithm is O(N? log max A;).



F : Tree Game

Suppose that Takahashi initially puts the piece on vertex r. Let r be the root of the tree.
For each vertex v, we define state(v) as follows:

Consider a subtree rooted at v. The two players play the game using this subtree (they are
not allowed to move the piece out of the subtree), and initially the piece is at vertex v. If the
first player can win in this game, define state(v) = W. Otherwise state(v) = L.

Note that state(r) gives the result of the entire game when the piece is initially at r.

We claim the following:

1. If there exists a child ¢ of v such that A. < A, and state(c) = L, then state(v) = W.
2. Otherwise, state(v) = L. (In particular, if v is a leaf, state(v) = L.)

The proof of 1. Suppose that this is your turn and the piece is currently at v. First you
take a stone from v (this is possible because A, is not zero) and move the piece to c. Whenever
the opponent tries to move the piece from ¢ to v, you can refuse to do that by moveing it back
to ¢ (this is possible because A, > A.). This way, your opponent is forced to play the game
within the subtree rooted at c¢. Since state(c) = L, your opponent loses and you win. (Strictly
speaking, your opponent can also reduce the value of A, by moving the piece between ¢ and
v back and forth, but this doesn’t change the state of vertex c.)

The proof of 2. If v is a leaf, you can’t move the piece and you lose. Otherwise you
can move the token from v to one of v’s children, w. There are two cases: state(w) = W or
Ay > A, If state(w) = W, your opponent never moves the piece back to v and play the rest
of the game completely within the subtree rooted at w. Since state(w) = W, this way your
opponent wins and you lose. If A,, > A,, your opponent refuses to move the piece from v to
¢ by moving it back to v (this is possible because A,, > A,). Thus, you lose in this case.

This way, for a fixed position of the initial piece, we can solve the problem in O(N). In

total the complexity of this solution is O(N?). (Exercise: can you improve it to O(N)?)



